2.5. Research of signal emanation from contemporary electronic circuits with a goal to determine the most appropriate methods for increasing side channel attack resistivity
Cryptographic algorithms and their hardware implementations were analyzed within the fifth task of the second phase (task 2.5). The significance of information in encrypted messages provokes unauthorized users to discover their contents. Any illegal attempt to access encrypted content is treated as an attack on the cryptographic system. A common way for unauthorized disclosure of encrypted information relays on attempts for finding combinations that allow encryption key detection. Complex cryptographic algorithms are designed to discourage the attacker, or to impede the breaking the key by searching for all possible combinations in real time. Additional information about the behavior of an electronic crypto-system can significantly reduce the number of combinations needed to explore a cipher. Collecting such information is known as the Side Channel Attack - SCA.
The dynamics consumption tracking of an electronic crypto-system, can provide more information about the system behavior and to make cracking the key easier. The most effective methods for attack on the crypto-system are Simple Power Analysis (SPA), Differential Power Analysis (DPA) and Electromagnetic Analysis (EMA) [1]. All of them relay on tracking the crypto-system activity by monitoring the changes in power consumption. Practically this means that measurements of biasing current will provide the additional information about circuit behavior. Therefore one talks about this current as a source of leaked information or as a Side Channel.

During the research within the project, authors from LEDA Laboratory were gained significant experience at a physical level of implementation of data protection from SCA. The next section of the report provides an overview of commonly used methods of SCA. Thereafter it follows a description of hardware methods for protection from DPA attacks. The aim of the task 2.5 is to develop a hardware that is resistive on SCA. It is anticipated to be used as a part of the payment system within the power grid [2, 3]. The resistance on SCA is measured by the degree of masking the data leaking. Practically it means to diminish correlation between the circuit activity and biasing current. Between many published SCA methods we chose to focus on No Short-circuit current Dynamic Differential Logic (NSDDL) method [4] that is described in the fourth section of this report. The design procedure is explained on an example of NAND circuit. The fifth section explores the design of Master Slave D flip flop NSDDL cell. All cells were designed using Mentor Graphicsic design platform. Simulation results were obtained using ELDO simulator while IC studio and Calibre were used for physical design (Layout, Design Rule Check, LVS Layout Versus Schematics and Parasitic Extraction. All cells are designed in TSMC035 technology.

The design objectives for this task were defined in the second activity of the fourth phase of the project (4.2).

2.5.1 Techniques of SCA based on power analysis 

The supply current (IDD) is a very important additional source of information about the behaviour of cryptographic systems. An abrupt change of IDD occurs in CMOS circuit only during transition of the logical state. When output of a CMOS cell changes from 0 to 1, parasitic capacitances charge to VDD through the pMOS part of the circuit. When output changes from 1 to 0, capacitances are discharged through nMOS subcircuit. These charging/discharging processes are visible in a form of spikes in IDD. Moreover, during the transition phase there is additional short-circuit current that appears in the interval when both subcircuits conduct. An attacker usually can affect the excitation signals, but has no access to the points where he could observe the response of the system. The only source of information about the behaviour of a circuit is expressed through the change of the supply current. Obviously, the information of circuit consumption is correlated with the circuit activity. Therefore, proper analysis of IDD aids detection of a cryptographic key. The most effective attack techniques, based on analysis of circuit consumption, are SPA and DPA methods.

SPA is a technique where the attacker connects a resistor in series with VDD or GND pin and monitors power consumption using an oscilloscope. Then he can correlate measured data with already known stimulus signals. One way is to compare measured information of power consumption with data obtained for known excitation. Let assume that one want to discover unknown function ( applied on x ( 0, x ∈ [0, 255]. Figure 2.5.1a illustrates the measured consumption on a smart card that follows the Hamming-distance model for each value of x ∈ [0, 255]. Instruction ( is one of 256 possible options stored in one byte. The attacker has prepared a dictionary that consists of consumption measured for all instructions applied to all x ∈ [0, 255]. After obtaining data presented in Figure 2.5.1.a, the attacker compares it with the contents of the dictionary. Figure 2.5.1b shows the Hamming distance for the operation xXOR0, where XOR corresponds to “184”. The similarity of both diagrams suggests that the unknown operation is XOR.
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Figure 2.5.1 Recovering an unknown instruction. (a) Instant power consumption, for x ∈ [0, . . .,255]. (b) Hamming weight of 184⊕x, for x ∈ [0, . . .,255], [1])
DPA – is a very powerful SCA method. DPA is based on statistical processing of collected data. An important feature of the DPA attack is that it can be applied to disclosure a part of the code key. This option significantly reduces the number of tries needed for disclosure of the whole key. The following example illustrates the destruction of 128-bit AES cipher using DPA attack. 
Using brute force for disclosure of 128-bit key requires 2128 ≈3.4∙1038 combinations. However, DPA is able to distinguish groups of 16 bits in 128-bit key, thus representing the key as 16 bytes. A single-byte key disclosure requires searching up to 256 combinations. As result, the whole key can be decrypted in only 256x16 = 4096 DPA attacks.
Obviously DPA presents a serious treat for data security. As response, the interest for effective protection from such kind of SCA has increased. The research for appropriate contra measures resulted with applications that target all levels of electronic security system. However, bearing in mind that hardware is directly responsible for leaking valuable information through differences in power consumption the main line of defence against DPA is placed on the hardware level. The following section explores some efficient contra measures that increase resistance of electronic circuits to DPA attacks.
2.5.2. Hardware protection against DPA

The key issue that should be attacked in order to raise immunity of an electronic system on DPA implies breaking the correlation between circuit’s activity and consumption. Basically there are two techniques. 
The first is based on masking deviation of consumption form the excitation by introducing false (dummy) information (e.g. utilizing pseudorandom numbers generator).  Second one relies on cancelling circuit activity influence on power consumption. This is done by carefully designing circuit in a way to provide constant power consumption profile in time regardless of logic level transitions. Both methods require increase in hardware due to introducing symmetric differential structures with addition control logic. These structures have doubled the number of inputs and outputs compared to standard logic gates. The essence of the protection comes down to excitation with complementary signals: true and false. Their task is to always provide complementary change at the outputs (true and false), so there is not a neutral event. Therefore, any change at input causes a change in at least one output. So, there is always a change in current supply. The hardware and consumption are increased but the information about consumption dependence of the changes in signal state in the system is hidden. 

The most important representative of this approach is known as WDDL (Wave Dynamic Differential Logic) [4]. WDDL use DPL (Dual-rail with Pre-charge Logic) logic so that each combination of input signals provided a state change on the true or on the false output. Cells work alternately in the pre-charge and evaluation phase. During evaluation phase, all outputs (true and false) are brought into the state of the logical 1. During pre-charge phase only one output (true or false) changes state. This provides a single logic event per cycle.

As an example, we consider AND WDDL cell.

Each WDDL cell is stimulated with mutually-complement, true and false, input signals denoted with at, bt i af, b in Figure 2.5.2. In order to generate output signal which consist of true and false couple, WDDL cell has to contain complementary gates (in this case AND and OR) as illustrated in Figure 2.5.2. This solution implies a greater area of the chip, price and consumption. 
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Figure 2.5.2WDDL AND cell
In order to demonstrate the validity of WDDL design method comparison between standard and WDDL AND gate (cell) is performed.

Figure 2.5.3 shows the supply current waveforms for different states of input signals for standard (the last diagram in Fig. 2.5.3.a) and WDDL AND cells (the last diagram in Fig. 2.5.3.b).
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a)                                                                                    b)
Figure 2.5.3 Waveforms: a) Single Rail (SR) AND cell, b) WDDL AND cell with paired load

By observing waveforms of supply current (IDD) one can clearly see difference in consumption when changes from 1 to 0 and 0 to 1 at the output of standard AND cell are occurred. Therefore, the whole information about the state of the output becomes recognizable and accessible by observing current IDD. 

In contrast, IDD waveform for WDDL AND cell is independent of the output logic states. With this the immunity to SCAs is confirmed.

To quantify difference between waveforms of IDD for standard and WDDL cell, time integral of IDD multiplied by powers supply voltage (VDD) is adopted as a measure. This measure practically represents energy consumed by the circuit in order to produce appropriate states on the output.
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 In table, 2.5.1 second and third columns show the absolute value of energies for the standard and WDDL AND cell and relative deviation (in percent) compared to the mean value, for different input signal transitions shown in the first column. It is obvious that the correlation between the combination of input signals and the current IDD drastically reduced. In fact, the maximum difference was 220.59% compared to the mean value decreased to only about 2%.

The table also shows the results for different values of unbalanced loads. In the last two columns the results obtained for unbalanced capacitive loads of true and false outputs are shown. We analyzed the variance of C=(Ct-Cf)/Ct in the amount of 5% (column 4) and 15% (column 5). These columns show the absolute values of energies, and the percentage deviation refers to the symmetric load, namely the results in column 3. It can be concluded that imbalance up to 10% will not significantly endanger the safety.

Table 2.5.1.Characteristics comparison of classic and WDDL cell 
	1
	2
	3
	4
	5

	 Tran.
	Standard AND
	WDDL AND Ct/Cf=1
	WDDL AND C=5%
	WDDL AND C=15%

	0-0 
	-9.82837E-15
	89.52%
	-4.97E-13
	-5.10E-13
	-5.36E-13

	
	(A=(0->1), B=0)
	-1.27%
	-2.61%
	-7.86%

	0-1
	-5.45165E-14
	41.85%
	-4.99E-13
	-5.12E-13
	-5.38E-13

	
	(A=(1->0), B=1)
	-1.68%
	-2.62%
	-7.88%

	1-0
	-1.01E-14
	89.23%
	-4.81E-13
	-4.94E-13
	-5.20E-13

	
	(A=1,    B=(1->0))
	1.99%
	-2.71%
	-8.16%

	1-1
	-3.00538E-13
	-220.59%
	-4.86E-13
	-4.99E-13
	-5.25E-13

	
	(A=1,   B=(0->1))
	0.97%
	-2.68%
	-8.05%


Later research has shown that the WDDL method is vulnerable in an encounter with a persistent and well-equipped attacker [5]. Application of WDDL method requires an extra effort to make the false and true signals fully paired by means of loads. This implies that connections from both outputs of the cell must be symmetrical traced. This option is not supported by any standard router, making it difficult to automate design process. Knowing that current consumption depends directly on the transistor dimensions, the research team of LEDA laboratory came to the conclusion that by correcting transistor dimensions WDDL method can be improved. Therefore a new set WDDL cells in which the dimensions of transistors are optimized is designed in order to unify consumption. Cells, with optimized transistors dimensions are denoted with „oWDDL“. As will be seen later in Table 2.5.2, resistance to DPA is increased by about three times compared to the use of standard cells in WDDL configuration.
In the meantime, it was published another interesting method to combat the SCA. This is so-called NSDDL logic [6] (No Short-circuit current Dynamic Differential Logic). Specificity of this method is that the same hardware may implement different logic function (e.g. AND and NAND functions are obtained with same cell but with different combination of input/output ports). The method is based on a modification of TDPL (Three-Phase Dual-Rail Pre-Charge Logic) approach [7] which introduces a third phase, during which all the capacitors in the circuit are discharged. An important novelty in NSDDL method is immunity on unbalanced loads of true and false outputs. In addition, the method requires design of only one new cell that is combined with standard logic cells. So there is no need to recalculate the optimal size of transistors for each function. 
NSDDL method is based on the logic that is executed in three distinct phases. Besides the pre-charge and evaluation phase, a new discharge phase is introduced. As noted, the advantage of this method compared to WDDL is immunity on imbalance loads to true and false outputs. This is accomplished by using dynamic NOR circuit (DNOR) which minimizes the impact of short circuit current in the CMOS. DNOR is integral part of the control logic and the cells. This circuit is shown in Figure 2.5.4.
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Figure 2.5.4 Dnor circuit 
Figure 2.5.5 illustrates waveforms of control signals. During the pre-charge phase signals PRE and DIS are instate of logic 0, transistor M1 is active, while the other transistors are off. 
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Figure 2.5.5 Time waveforms of control signals for Dnor cell 
This leads output into a state of logical 1, regardless of the state of the input signal IN. The evaluation phase begins when the PRE signal reaches the logical 1. Then M1 and M4 are off, M2 is active, and the input signal IN controls the state of the transistor M3.If the signal IN at logical 0, M3 is off, so that the output remains at logical 1. If the input signal IN is at the logic 1, М3 and M2 are active, so output signal switches to logic 0 through drain-source of transistor M2. It is obvious that at the output inverting functions achieved. Stage discharge occurs when both PRE and DIS signals in a state logical 1.Then M1 is off, M2 and M4 are on so that the output signal becomes (i.e. remains) 0 regardless of the input signal state. During the pre-charge phase the output signal always takes the high logic level while during discharge phase takes the low logic level.
Performance testing of NSDDL method is performed through the example of AND/ NAND cell.
In order to objectively evaluate resistance on DPA, it of interest to observe the difference in the invested energy required to output signal change/maintain state, for all combinations of input signals. Therefore, it is enough to observe the average energy Eav, the maximum relative deviation from the average energy E, standard deviation , and normalized standard deviation (NSD).
Table 2.5.2 shows these results for a NAND standard cell (NAND SC), WDDL standard cell (SC WDDL), optimized WDDL (oWDDL) cell and NSDDL cell from energy consumption point of view.
Table 2.5.2.Characteristics comparison of classic   NAND cell (SC NAND) with three methods protection against DPA, at nominal working conditions
	
	AND/NAND pri VDD=3.3V, T=300K, Tr=Tf=1ns, Ct/Cf=1

	
	Mehtod
	SC NAND
	SC WDDL
	oWDDL
	NSDDL

	1.
	Average energy Eav [pJ]
	-0.41pJ
	1.02pJ
	0.96pJ
	2.28pJ

	2.
	Maximum relative deviation from the average energy E [%]
	196.98%
	10.14%
	3.29%
	2.92%

	3.
	Standard deviation [fJ]
	337.70fJ
	35.53fJ
	10.98fJ
	20.73fJ

	4.
	NSD [%]
	82.23%
	3.47%
	1.14%
	0.91%


Following can be concluded: Standard cells show a significant value of NSD, which indicates that there is a clear correlation between the combination of input signals and the IDD current. This means that it is highly vulnerable to DPA.
WDDL cells which are realized based on standard cells (or FPGA) are significantly more resistant to DPA (almost 24 times). As expected, total energy consumption is increased by more than twice.
Optimization of transistors dimension in primary and complementary circuit of oWDDL cell is done in order to equalize consumption on true and false outputs. In this way resistance to attack is increased three times, because NSD is reduced to about 1%.
It is interesting that, the AND/NAND NSDDL cell expresses very similar characteristics as oWDDL but with the expected increase in consumption due to the introduction of yet another phase and additional control logic.
Experience has shown that attacker’s interest to get the data with any cost, inspire a development the attacking techniques. One, very commonly used attacking technique, is analyzing of the circuit’s behavior for deliberately induced extreme operating conditions.
The resistance to SCA is tested under following conditions: 
•
Imbalanced loads,
• 
Significantly increased temperature, 
•
Deliberately distorted timing diagrams of excitation signals, 
•
Extreme changes of supply voltage 
Therefore, our research task was to compare the methods in extreme operating conditions. Even for nominal conditions WDDL cell based on standard dimensions, did not show sufficient resistance to SCA.  This is reason enough why it is excluded from further analysis.
The problem of unbalanced loads is analyzed for the case when the ratio of load capacitance of true and false outputs imbalanced for +/-5% and +/-15%. The results obtained in the case of optimized WDDL cells are shown in Fig. 2.5.6.a.It is obvious that with increase of imbalance there is considerable variation in the relative change of energy. Energy change is normalized with a respect to average energy, so that sign changes of energy are in range of +/-4%. The worrying fact is that there is a clear dependence of energy consumption on the imbalanced load capacitance value. In contrast, as expected, NSDDL cells completely immune to change of load capacitance value as shown in Fig.2.5.6.b.
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a)                                                                                         b)

Figure 2.5.6 the influence of unbalanced loads on the relative change of energy at a) oWDDL and b) NSDDL AND cell
As mentioned earlier, efficiency of the attack may be increased when an integrated circuit is exposed to extreme conditions. Namely, it is more or less correlation between certain combinations of input signals and the consumed power. In order to compare the SCA resistance of oWDDL and NSDDL cells in such conditions, we examined the behavior at the temperature of 425K (152oC)and the rise and fall edges of the stimulus signals increase from 1ns to 4ns. 
Review behavior of oWDDL cell at nominal and extreme operating conditions is shown in Fig. 2.5.7.a. 
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a)                                                                                           b)
Figure 2.5.7 the influence of extreme temperature and dynamics of signal on the relative change of the energy at a) oWDDL and b) NSDDL AND cell 
It is obvious that for oWDDL AND cell, combinations of inputs 2, 4, 7, 8 and 10 gives more readable results at an elevated temperature, while the combinations 6, 7 and 9 reveals circuit behavior for slower excitation (4ns rise/fall edge).On the other hand, Fig. 2.5.7.b shows that NSDDL cells are even more resistant to attacks for extreme than for the nominal operating conditions.
A potential attacker can change the voltage supply (VDD) to make the energy correlation with certain combinations of input signals visible. This situation is simulated in the case oWDDL and NSDDL AND/NAND cells. The results are shown in Figure 2.5.8.a for a case of oWDDL cell. Obviously, for combinations2, 4, 5 and 10 of the input signals, behavior of the circuit becomes more visible when VDD is reduced.
In contrast to oWDDL AND cell, NSDDL configuration is not sensitive to the change of VDD. Fig. 2.5.8.b shows that all trends of energy change for reduced VDD remain the same compared to nominal supply conditions.
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a)                                                                                           b)
Figure 2.5.8.Influence of extreme values of VDD on relative energy change a) oWDDL i b) NSDDL AND cell
All these results indicate that the NSDDL cells are more resistant to DPA than WDDL optimized cells. This is a consequence of connecting DNOR cells at the outputs. Further research will be related specifically to this method since it is easy to implement, while providing sufficient security in relation to other methods of protection.  
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